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Imagine going to space and deciding between Spaceship 1 and Spaceship 2. Although it has
never been in flight, Spaceship 1 comes with precise equations outlining how it operates.
Even though it is unknown how Spaceship 2 flies, it has undergone considerable testing and
years of successful flights, including the one you are about to take. Cassie Kozyrkov, chief
decision scientist at Google, posed this dilemma at the World Summit AI in 2018. We
cannot provide a solution to this question because it is philosophical and perhaps generates
a more profound inquiry on which better inspires trust—explanation or testing.

For a while, it appeared one issue with artificial intelligence (AI) algorithms, particularly
cutting-edge deep learning techniques, was that they were black boxes. It was impossible to
pinpoint the precise reason the program predicted a particular outcome in a specific
circumstance. Due to this lack of interpretability, businesses and governments were hesitant
to use AI in critical sectors such as healthcare, banking, and government. So much so that
the EU Commission released its AI package in April 2021, including an AI act,
recommending new laws and initiatives to make Europe a relevant hub for reliable AI, for
example, in the case of the use of AI in high-risk sectors.

However, in the last few years, researchers, scientists and businesses have increasingly
sought ways to provide some understanding of how AI algorithms get to a decision. Their
respective AI programs are claimed to be “explainable” due to their post hoc interpretations
of how an AI has made decisions.

One option is to try to provide explanations of black-box machine learning using
interpretable models (for example, decision trees, rule sets, and analytical expressions).
Some have implied a trade-off between accuracy and explanation, but that is not necessarily
the case. Recent research has shown interpretable machine learning methods can be as
accurate as black-box learning methods on tabular datasets  and can be especially attractive
in situations where interpretability and transparency are important, such as in legal or
medical contexts where decisions need to be explained and justified (for example, Wang et
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al. ). On the other hand, deep neural networks have shown remarkable performance in
tasks involving image and natural language processing. More research is necessary to
address the limitations of both interpretable models and deep neural networks.

Numerous papers argue for using XAI methods in the literature, as well as multiple
suggestions for brand-new XAI family approaches. Nevertheless, finding instances of
practical XAI technique implementations that have enhanced the business in
industry/societal/real-world applications is more challenging, even if some interesting work
in this area has been put forward, for example in the health domain (see Lengerich et al. ).
Certainly, explanations are not “one size fits all”; an explanation that is understandable to a
technical audience might offer little explanatory value to a non-technical audience.

Case studies of the employment of XAI approaches tackling real-world machine learning
issues are still lacking. Such case studies would help to clarify what is currently feasible and
what is not feasible when employing XAI techniques. This is particularly true in the
healthcare industry, where artificial intelligence has significantly progressed in systems that
interpret medical imaging automatically. The issue is that most of the XAI techniques the
healthcare sector employs are limited.

For example, a saliency map is a well-known explainability technique. It uses the image that
was fed to the algorithm to produce a heat map of the areas that the AI program gave the
highest weight when generating a forecast. However, as shown in one study published in
2021 by the medical journal Lancet Digital Health,  the heat map that was supposed to
explain why the AI system classified the patient as having pneumonia covered a sizable
portion of one lung’s quadrant, with no further explanation of what precisely it was in that
area that the AI system considered to be pneumonia. As mentioned in the study: “The
clinician cannot know if the model appropriately established that the presence of an
airspace opacity was important in the decision, if the shapes of the heart border or left
pulmonary artery were the deciding factors, or if the model had relied on an inhuman
feature, such as a particular pixel value or texture that might have more to do with the image
acquisition process than the underlying disease.”

The authors note that in the absence of such information, people tend to presume the AI
focuses on whatever attribute they, as human therapists, would have thought was most
crucial. Doctors may not be aware of the mistakes the machine learning system may make
due to this cognitive bias. Ghassemi et al. also uncover issues with other well-liked
explainability techniques, such as GradCam, LIME, and Shapley Values. Some of these
techniques serve as a form of counterfactual by changing the data points that are entered
until the algorithm generates a different forecast, at which time it is assumed that those data
points must have been the most crucial for the initial prediction. These techniques, however,
share the same drawback as saliency maps. While those techniques might be able to identify
elements that the algorithm deems important, they are unable to explain to a doctor why
those elements are significant from a medical standpoint, for example, whether the
algorithm relied on significant structural alterations in the shape of an organ or the results
were influenced by some noise in the training data.

Furthermore, a recent study  found various state-of-the-art explanation approaches
regularly disagreed on the rationale for an algorithm’s conclusions. Most people who used
the algorithms in real-world situations had no method of resolving such disparities and,
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therefore, might just choose the explanation that most closely matches their preexisting
notions.

The ability to explain the causality behind an AI-based decision does not mean that the AI
system uses this causality and that the actual relationship between inputs and outputs might
differ. AI systems are often opaque, black-boxed systems.

Why XAIs Success Really Lies in Pushing Truly Cross-
Disciplinarity Work
Governments consider the potential of XAI to address concerns about the obscurity of
algorithmic decision-making with AI. Although XAI is enticing as a solution for automated
decisions, using XAI is difficult because of the wickedness of the problems governments
face. Wickedness refers to the ambiguity of the facts that characterize a problem and the
lack of agreement on the normative standards for resolving it.  Additionally, these
“solutions” to wicked problems frequently evolve over time.  It is difficult to explain
something that is unclear especially if explainability is viewed as a strictly technical issue.

The need for explainability and interpretability in AI is a much larger cross-disciplinary
problem that requires a more comprehensive solution than XAI alone can offer.
Interpretable models for non-technical people suffer from the same problem: technologists
are needed to translate technical explanations. Different kinds of explanations are needed
for business executives, risk managers, doctors, bankers and officers, that is, end users.

AI is more likely to serve the interests of the powerful if the aims of explainability from
various communities are not clearly stated. Companies adopting AI should be as honest as
they can be about how, why, and for what purposes they are using XAI approaches. The
National Institute of Standards and Technology (https://www.nist.gov/) is one of the
organizations developing XAI standards and regulations. Such organizations should be
aware of the current limitations of XAI in practice and seek out diverse expertise on better
matching incentives and governance with a comprehensive understanding of XAI objectives.
Ethics frameworks might come to the rescue, and the NGOs and business sectors have
published a deluge of AI ethics and standards in the past few years. However, these values
are isolated ones that serve corporate goals and are embedded in an industry that often
disregards ethical behaviour unless enforced by the justice system. In a recent paper, “The
Uselessness of AI Ethics,”  Luke Munn gives evidence that such ethics principles are
meaningless or isolated at most. The result is a disconnect between high ideals and
technological reality. Even if this gap is acknowledged and ideas attempt to be
“implemented,” it is challenging to translate complicated social concepts into technical rule
sets.

We can only achieve the objectives of intelligible, dependable, and controllable AI in
practice with the active participation of many stakeholders from the social sciences,
computer science, civil society, and industry. Consider, for instance, the disparate
requirements of engineers and consumers in explaining an AI system. Developers may use
Google’s What-If Tool to examine intricate dashboards that visualize a model’s performance
in many fictitious scenarios, evaluate the significance of various data elements, and assess
multiple fairness theories. On the other hand, users could choose something more focused.
It might be as easy as telling a user whatever factors, such as a late payment, resulted in a
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point deduction in a credit score system. Various consumers and scenarios will require
different outputs.

Therefore, the explanatory domain must be improved, and its audience must be expanded if
we want to reach the grail of trust and confidence in judgments made by black-box AI. In
addition to XAI tools for technical teams, what we need is “Understandable AI” —AI that
serves the needs of non-technical stakeholders. It is helpful to explicitly compare their goals
to understand how practitioners in different domains have different expectations for what
they hope to achieve by building XAI systems.

While the issue with XAI, as it stands right now, is that many of the current approaches view
explainability as a purely technical matter, we think the future success of XAI lies in
fostering a genuinely cross-disciplinary approach among AI and other fields of interest, such
as ethics, law, psychology, sociology and human-centred design to name but a few. In
essence, statistical, mathematical, and scientific analyses are pretty valuable tools. However,
it is all too easy to misinterpret their measured certainty as the only “true” method when, in
fact, it is just one tool and one tactic—and not one that can be translated or used to explain
all qualitative occurrences. We consider situations in which the effect is present and suggest
a cause. Still, we overlook all the occasions in which the same cause resulted in no
discernible consequence or an entirely different outcome. Model-based storytelling is quite
simple. It is often difficult to remember they are stories, nevertheless.

There is evidence of winning the rigid argument of more technical researchers versus more
humanistic approaches thanks to the need for a better encompassing approach required for
XAI to provide explanations for the practitioners or the general public. As Miller  points
out “explanations are not just the presentation of associations and causes, they are
contextual. While an event may have many causes, often the explainee cares only about a
small subset (relevant to the context).” In addition, the relevant explanations should be
given using the users’ language.

The aim is to meet the domain experts’ needs and expectations, for instance, by identifying
interactive environments that allow people with different backgrounds to communicate and
reason on recommendations made by AI. Human-centered design methods can offer tools to
foster the design of cross-disciplinary collaborative systems. In particular, meta-design  can
offer the participatory and cross-disciplinary approach needed to meet non-technical
decision-makers expectations. It is a conceptual framework aiming to define and build the
social, economic, and technical frameworks necessary for new kinds of collaborative design
to function. It comprises several useful design-related tools to help users accomplish this
task.

Through tools offered by meta-design, decision-makers can render AI decisions
understandable and valuable for their work. For instance, designing interactive systems that
can manage the questions and associated answers that domain experts usually pose to AI
systems, ranging from medical image interpretation to home automation or conversational
agents.

The XAI Question Bank proposed by Vera Liao et al.  is an excellent example of presenting
questions that can be used to probe the AI system. For instance, the type of data the system
learns from and the related output, how accurate the system is, and how it makes a
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prediction. There might be questions related to a specific prediction: what would be
predicted if an instance changes to a different value, how to change an instance to get
another prediction, or what is the scope of change permitted to get precisely the same
prediction? Only then would it be possible to create environments that allow the domain
experts to configure how decisions are translated in the user language, not that of the AI
system, and the desired level of interactivity and multimodality.

In “Why Should Humans Trust AI?”,  John Carroll proposes to model explanations as
inherently pragmatic, conversational, and social. It is always a question of making sense,
being aware, and negotiating in a vast sense, as well as of the responsibility people accept
and show for one another as they engage in daily encounters. This might be a significant
accomplishment for XAI, but we will not get anywhere if we do not acknowledge the
problem and the obstacles in our way.

Conclusion
XAI per se shows many limitations in its current form due to an excessively technical
approach, often requiring technologists to help end users fathom the explanation provided
by a model. Moreover, as demonstrated by Bordt et al.  explanations produced by existing
AI approaches depend on a variety of particular characteristics of the AI system, such as the
training data, the precise shape of the decision surface, and the selection of one explanatory
algorithm over another. Given that programmers and AI developers are free to select these
factors, there is a risk that, despite an explanation’s seeming plausible, it occurs only
because of some hidden layers computing weights depending on some of the features and
does not truly reflect the explanation given at all. The creation of explanations that cast
doubt on certain features of AI systems is not something AI developers are interested in
doing, at least not right now.

Furthermore, the explanatory approaches mentioned here are just a small set of tactics that
can be employed to provide explanations. Indeed, the XAI field will need contributions from
different areas to explore more types of explanations.

Nonetheless, we believe the winning point of XAI truly lies at the intersection of different
disciplines including ethics, law, psychology, sociology, and human-centered design. XAI
could serve as a starting point to develop a common language among scholars from different
disciplines, thereby accelerating its real-world impact.
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